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$ whoami

● Pierre Zemb (@PierreZ)

●                       Technical leader 

● Working around distributed systems

○ HBase/Flink/Kafka/Pulsar/ETCD

● Involved into local communities
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https://twitter.com/PierreZ


Agenda
● Intro to layers
● What is the Record Layer?
● From the ETCD-layer

○ Bootstrapping the Record Layer
○ Put a record
○ Query a record
○ Handle leases and watches

● From the Record-Store:
○ multi-tenancy
○ Storing metadata
○ schema updates
○ Encryption
○ long records
○ query capabilities

● Things I want to try
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My story with FDB
● Discovered FDB two years ago 🚀
● Read/watched a lot of stuff 📖
● I was looking to build something 
● Then french lockdown came 😷
● Started two layers 🤩

○ ETCD

○ Record-Store
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Layers 🤔
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● FDB offers amazing foundations 🤡
○ ordered key-value store with multi-key transactions
○ scalable, fault-tolerant, production-ready

FoundationDB
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● FDB offers amazing foundations 🤡
○ ordered key-value store with multi-key transactions
○ scalable, fault-tolerant, production-ready

● But maybe you need
○ Document databases, 
○ column-oriented, 
○ row-oriented, 
○ JSON,
○ key-value,

FoundationDB

JSON
layer

Document
layer

Timeseries
layer



Layers 🤔
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Famous layers:

● F1 over Spanner
● tidb over tikv
● Phoenix over HBase
● OpenTSDB over HBase
● CouchDB 4 over FDB soon



Layers 🤩
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Layers 🤩
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Let's build a layer 
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How do I build a layer 🤔?
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https://www.foundationdb.org/files/record-layer-paper.pdf

https://www.foundationdb.org/files/record-layer-paper.pdf
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CloudKit in one slide
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CloudKit in more slides

http://www.youtube.com/watch?v=SvoUHHM9IKU
http://www.youtube.com/watch?v=HLE8chgw6LI
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Record Layer
● Open source layer written in Java
● offers:

○ Schema
○ Indexes
○ Stateless design
○ Query planner
○ streaming queries
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Handling schemas
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Schema

Handling schemas
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Record

Handling schemas
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🍻



● Key-value store written in Go

● Now known as Kubernetes datastore

● use gRPC and Protobuf

● Single-group Raft

● Soon a CNCF graduated project 

(https://github.com/cncf/toc/pull/541)
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https://github.com/cncf/toc/pull/541
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https://github.com/cncf/toc/pull/541


Vert.x
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Implementing ETCD



Implementing ETCD
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Implementing ETCD
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Speaking ETCD
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Speaking ETCD
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Speaking ETCD
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Speaking ETCD
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Creating a FDBRecordStore
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Creating a FDBRecordStore

application
└── fdb-etcd

└── tenant
    ├── MyTenant1
    └── MyTenant2
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Creating a FDBRecordStore
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Creating metadata from Protobuf
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Creating metadata from Protobuf
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Creating metadata from Protobuf
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Creating metadata from Protobuf
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Adding indexes
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Adding indexes



Adding indexes
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Creating a FDBRecordStore
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Creating a FDBRecordStore
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Inserting a record
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Querying records
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Querying records
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Many operations supported
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Querying records
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Querying (async) records
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Querying (async) records
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Querying (async) records
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Querying (async) records ��
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Querying (maybe later) records ��



54

Querying (correct) records ��
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Querying records
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Querying records



What is a Lease?
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Lease has his own service to implement

58



How to handle lease?
1. Store Lease as another RecordType
2. During Put, checking Lease validity
3. During query, checking if lease is expired
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What is a Watch?
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How to handle a Watch?
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How to handle Watch?
1. Store Watch as another RecordType
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How to handle Watch?
1. Store Watch as another RecordType
2. Start listening to the event-bus
3. During Put, check if a watch exists
4. For each watch, send a message to the event-bus
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How to handle Watch

71



72



Now what?
● Playing with ETCD and Record layer was fun
● BUT I feel like I was under-using  the Record Layer

What would a gRPC abstraction of the Record-Layer look like?
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Record-Store workflow

1. Opening RecordSpace, for example “prod/users”
2. Create a protobuf definition which will be used as schema
3. Upsert schema
4. Push records
5. Query records
6. delete records
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Record-Store features: multi-tenancy
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Record-Store features: multi-tenancy
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application
└── record-store

└── tenant
    └── my-tenant
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78

application
└── record-store

└── tenant
    └── my-tenant
        └── recordSpace
            └── dev/users
                



Record-Store features: multi-tenancy
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application
└── record-store

└── tenant
    └── my-tenant
        └── recordSpace
            └── dev/users
                ├── data
                



Record-Store features: multi-tenancy
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application
└── record-store

└── tenant
    └── my-tenant
        └── recordSpace
            └── dev/users
                ├── data
                └── meta



Record-Store features: Schema upgrades
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How to send a Protobuf schema?
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How to upgrade schema?
1. Retrieve old schemas and indexes
2. Create new metadata
3. Add old schema
4. Add new FileDescriptors
5. Add old indexes
6. Add new indexes if any
7. metadata.build() // build and validate metadata
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split records
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Manipulating records
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Data encryption
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Query capabilities
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Query capabilities
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Things I want to try
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Things I want to try
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Things I want to try
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Thanks!
Do you have questions?

Slides

Twitter

Github

https://pierrezemb.fr

PierreZ

PierreZ

https://pierrezemb.fr


Bonus 🎓
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How to keep track
of the number of records?
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Index can be scanned and evaluated
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Index can be scanned and evaluated
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